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ReCord: A Distributed Hash Table with Recursive
Structure

Abstract—We propose a simple distributed hash ta-
ble called ReCord, which is a generalized version of
Randomized-Chord and offers improved tradeoffs in per-

formance and topology maintenance over existing P2P (©)
systems. ReCord is scalable and can be easily implemented

as an overlay network, and offers a good tradeoff between
the node degree and query latency. For instance, amn-

node ReCord with O(logn) node degree has an expected

latency of ©(logn) hops. Alternatively, it can also offer

O(5rEn-) hops latency at a higher cost oD(lggglz;n) node

degree. Meanwhile, simulations of the dynamic behaviors

(b) Scalability: As the network size increases, the

node degree, the query latency, and the traffic
increased in queries should not increase drastically.
Maintenance overhead When new nodes join or
existing nodes depart, the overhead as measured
in terms of the number of messages required to
maintain the DHT should be as low as possible.

d) Fault tolerance: The DHT should be resilient to

both node and link failures of the system. No
matter what fraction of the nodes or links has

of ReCord are studied. failed, the data available in the remaining nodes
should still be accessible.
(e) Load balance The resource keys should be evenly
distributed over all nodes, and the traffic over-
Peer to peer (P2P) networks have become popular in  head resulted by query or maintenance operations
resource sharing applications recently. There have been should be balanced among nodes in the network.
millions of users in certain successful systems, such ag, inis paper, we propose a simple distributed hash
Napster [13], Gnutella [4], and Kazaa [8]. P2P systeMgye called ReCord, which is scalable and can be
are distributed systems without any central authority @5sily implemented as an overlay network. ReCord offers
hierarchica_l o.rganizati.on, a_md each node in the systeglsgood tradeoff between the node degree and query
performs similar functionality. latency. For instance, am-node ReCord withO(log n)

In order to efficiently locate an object in a large scalg,ye degree has an expected latenc@ibg n) hops.
P2P system, many schemes relay_ on distributed hag ratively, it can also Oﬁeﬁ(loloin ) hops latency
tables (DHTs). Example systems include Chord [20], log? 1 glogn

Pastry [19], CAN [16], and Tapestry [21]. A P2P syster! ?hh'gher ‘;Oﬁt 00 (f5g1og ) NOME ((;Iegrfeelzl. Section 2
needs to consider the joining, departing of hosts, and € r_esto the paper is organized as 1oflows. ecﬂ_on
glll review related work. In Section 3, the construction

the insertion/addition of resources, besides look up o ReCord will be d ibed. Section 4 will ine th
eration. DHT can be implemented as an overlay logic 1 eCord will be described. Section 4 will examine the

topology over the internet physical networks, where ea?ﬁunSdS of thf nod_e delzgree ?Td roufteR pgthdlerégtht._ Seé:-
node keeps the direct IP address of its neighbors |A" pr)]resgnsla_n 'mp %me”?'é’”co d,e dor ' .ecblorr:
a routing table. Instead of connecting to all the oth&ves the simulation studies of ReCord's dynamic beha-

nodes in the system, each node in DHT only links togrs. Section 7 summarizes the finding and concludes
I

small number of nodes. The key lies in ensuring a sm IS paper.
diameterin the resulting overlay network. At the same
time, DHT should allow new nodes to join or existing Il. RELATED WORK

nodes to leave the System voluntarily, therefore, the costplaxton [15] et al. proposed a distributed routing
of topology maintenance during this dynamic join-depagiotocol based on hypercubes for a static network with
process should be kept as low as possible. given collection of nodes. Plaxton’s algorithm uses the
The following metrics are usually used to compare thfgit-fixing technique to locate the shared resources on
performance and efficiency of the designed DHT.  an overlay network in which each node only maintains a
(a) Degree and Diameter The number of links per small-sized routing table. Pastry [19] and Tapestry [21]
node in a DHT should be small in order to reducese Plaxton’s scheme in the dynamic distributed envi-
the cost of communication. Also, the diameter aonment. The difference between them is that Pastry
the network should not be large in order to reduagsesprefix-basedouting scheme, whereas Tapestry uses

the query latency. suffix-basedscheme. The number of bits per digit for

I. INTRODUCTION




both Tapestry and Pastry can be reconfigured buthias O(d) neighbors and query latency i©(dn'/?).
remains fixed during run-time. Both Pastry and Tapestlly d is chosen to bdogn, each node connects with
can build the overlay topology using proximity neighbo©(logn) neighbors and a query take&3(logn) hops.
selection. However, it is still unclear whether there is arfyfome proximity routing scheme, suchglebal network
better approach to achieve globally effective routing. positioning [14] and topologically-aware overlay con-
Chord [20] uses consistent hashing method to mapstruction [17] to build CAN overlay network. There are
nodes to evenly distribute around a circle of identifierswo disadvantages for this scheme: it needs to fix some
Each noder in Chord stores a pointer to its immedidandmark machines and it tends to create hot spots from
ate successof(the closest node in clockwise directiora non-uniform distribution of nodes in the coordinate
along the circle), and &inger tableof connections with space.
node z + 2¢, wherei = 1,2,...,logn — 1. In Chord, It is difficult to say which one of above proposed
a greedy algorithm is used to route query messag&diTs is “best”. Each routing algorithm offers some
The complexity of routing per query is bounded bynsight on routing in overlay network. One appropriate
O(logn) hops. For fault tolerance, each node in Chortrategy is to combine these insights and formulate an
uses a successor list which stores the connectionsegén better scheme [18].
next several successor nodes. The routing protocol in
standard Chord in [20] is not optimal and was improved I1l. CONSTRUCTION OFRECORD
by using bidirectional connections [3]. In [2], EI-Ansary In this paper, we will slightly abuse the notation of
et al. generalize Chord to a P2P framework witlary node identifiers and nodes themselves, and the same to
search, but they only focused on the lookup operatiosource key identifiers and resource themselves. Instead
and did not consider node joining leaving, failure, anof mapping identifiers intom-bit numbers, we will
implementation details. In [5], [12], a randomized vemap them into the unit circle rin@ [0,1), as with
sion of Chord, calledRandomized-Chords presented. Symphony [11] and Viceroy [10]. By using a consistent
In Randomized-Chord, node is connected to a ran-hashing method, we can assume that both node and key
domly chosen node in each interv@’~!,2%), where identifiers are distributed evenly over the cirdlg1),
i = 1,2,...,logn. Koorde [7] is an extended DHT ofand there is no collision.
Chord in that it embeds a de Bruijn graph over the Hashing the identifiers into ring@ [0,1) allows the
Chord identifier circle. Koorde can be constructed witidentifier value to be independent of the maximum
constant node degree ad(logn) hops per query, or hashed spacg™. Assume that the ring is formed in the
with O(logn) node degree an@(logn/loglogn) hops clockwise direction. Denote the clockwise neighbor of
per query. As a Chord-like network, Symphony [11hodes on the ring bySUCC(s), and denote its counter-
builds a network using themall world model from [9], clockwise neighbor by?P RED(s). A key z is stored at
[1]. In Symphony, each node has local links with ita nearest nodg, wherey > z on the ring. We also call
immediate neighbors and long distance links connectttis nodeSUCC/(x).
to randomly chosen nodes from a probability distribution The basic idea of ReCord is as follows. Suppose that
function. The expected path length for a Symphorthere are totallyn active nodes in a stable P2P system.
network with k links is O(% log?n) hops. Simulations Starting from any node, divide the whole ring intdk
in [11] shows that Symphony is scalable, flexible, stabkgjual intervals, wheré > 1 denotes an integer. Then
in the dynamic environment, and offers a small averagéside the first interval closest to nodaecursively until
latency with constant degree, but the analytical results fibie length of the interval nearest &as % i.e. the firstk
fault tolerance were not given. Like Chord, Viceroy [10intervals nearest te containsO(1) nodes, the secont
distributes nodes along a circle, and builds a constaimtervals nearest te containsO(k) nodes, and the third
degree topology approximating a butterfly network, and(k?) nodes and so on, as shown in Fig. 1.
offers O(log n) routing latency. However, it is relatively The first division is also called level-1 division, and
complicated to implement Viceroy and fault tolerance ihe next is called level-2 division, and so on. There are
not addressed in [10]. ¢ = log;, m such levels (assuming that= k¢, wherec
CAN [16] divides ad-dimension torus space intodenotes an integer). The length of each interval at level
zonesowned by nodes, and resource keys are evenlyis % and% for level 2, and% at leveli in general.
hashed into the coordinate space. Each resource key i intervals at the same level are numbered sequentially
stored at the node that owns the located zone. Usidgckwise along the ring. There are totallyintervals in
greedy routing, the query message is routed to tbeery level. Based on the above definitions, for node
neighbor which is closer to the target key. Each node we know that its interval at level: corresponds to



Fig. 1. An example of interval divisionk(= 4).

the range[s + w7 s+ %) on the ring. Randomly The expected time required fof™ to drop to O is lower

choose one node: in every interval, and set up abounded byE[T},] = Q(m)

unidirectional connection from nodeto z. We call the Proof: The proof is similar to that of Lemma 3.3

resulting network ‘ReCord’ for its recursive structure anth [12], and hence omitted here. [ |

similarity with Chord. Theorem 2: Using the greedy routing algorithm, the
Comparing ReCord with Randomized-Chord, wexpected path length per query in amode ReCord is

find that in fact ReCord is a generalized version & (log; n).

Randomized-Chord. Wheit = 2, ReCord becomesProof: Upper bound: Let 7'(n) denote the number

Randomized-Chord. of hops required by a query. Consider the case when

the message is routed to the 1st interval, according

to the recursive construction, the time step required is

T(n) = T(%). If the message is routed to interval
P2P systems have dynamic membership, meaning tbfithe level-division { < j < k), in the worst case, the

a node may join and leave the network voluntarily. Thdistance is reduced t%—l. In this case, after one more

number of the active nodes varies with the evolutidiorwarding, the distance will be reduced to less tHan

of the P2P network. However, when we analyze thed the required time in the worst case is upper-bounded

degree of each node or latency of each query, we suppbgel’(n) < 2 + T'(%). Since each link is connected to a

that the P2P network is static. Therefore, we will firstlyandomly chosen node in each interval, the probability

analyze the tradeoffs between link degree and quehat the message is routed to interval 1§is and the

latency for ReCord statically. Later, we will explain howprobability that it is routed to intervals 2,3, .k,is "—;’“

to extend and implement it under the dynamic situatiohus, an upper bound of the total expected number of
Theorem 1: The node degree per node in amode steps is:

ReCord isO(k logy n). 1k k—1 k

Proof: Let H(n) represent the number of links con- Tn) < LT(C)+ ——[2+T( )] @)

nected to an arbitrary node in the n-node network. , 2(k—1)

After the first division, there aré — 1 links, plus its _ >°lVing Ineq. (1), we havé(n) = O( ke logn) =

links to nodes in the intervals included by level-2, hend@(108x 1)- Therefore, for the greedy routing algorithm,

we have the following relation: the expected path Ifeng_th per queryO%logk n), where

the constant multiplier in the formula is smaller than 2.

). Lower bound: Suppose that all nodes in the ring are
k labelled by0, 1,2, - - -,n. Node 0 is the destination, and
The solution of this recurrence i&(n) = O((k — noden is the source. We definehaseas follows: Phase

1)log,n) = O(klogy n). Therefore, the degree of anyd only contains node O; Phase 1 consists of nodes in
node in ReCord is bounded (% log,, n). g the interval[l, k£ — 1]; Phase 2 consists of nodes in the

When k = ©(1), the node degree in the-node interval [k, k*—1], and so on. Generally, Phaseontains

ReCord isH (n) = O(logn). If k = O(logn), H(n) = nodes in the intervalki~! k% — 1]. Suppose that there
( log®n ). are in totalm phases.
Baosn studying the query latency in ReCord, we According to the division of intervals and randomly

introduce the following lemma which will be used ifch00Sing one node among each interval, the probability

. . k_l
the proof of the lower bound of the query latency. ~ that the message is routed to Phase- 1 is %=, and

Lemma 1: Let X denote a random variable in the% if routed to Phasen—2, and so forth. Generally, the

state spacé, 1,2, - -m — 1. Let probability that the message is routed to Phu';use,f;,1

for 1 <i < m—1, and -, for i = 0. By applying

i = ALl whenl<i<m-1 Lemma 1, we can deduce that the expected number of
" | =, wheni=0 hops per query i€2(m). There are totallyn = log, n

IV. ANALYSIS

n n

n

H(n) = (k — 1) + H(

PriXm =



phases form nodes. Therefore, the average number ohooses its identifier fronf0, 1) uniformly at random.
hops per query is lower bounded B)log; n). B Secondly, nodes is inserted betweerPRED(s) and
Our static analysis shows a good tradeoff betweet/C'C(s), and runs the estimation protocol, and update
the node degree and the required hops per query. If the estimated network sizé, for all 3 nodes. Next, it
choosek = O(1), the node degree and query latency fativides the whole ring[0, 1) recursively into intervals
ann-node ReCord ar@®(log n) and ©(log n) respec- [s + W,s + %) starting froms as described in
tively. If we let k = ©(log n), the n-node ReCord has Section lIl. Then it sets up one link to a node randomly
@(lfgﬁ’og"n) node degree an&)(lal"l%g"n) query latency. chosen from each interval. The implementation detail
Fig. 2 shows the trade-off between the node degree &bd link construction is that it first generates a random
query latency, given the total number of active nodesigal numberz in the interval [s + w,s + Jn)
n = 2'% = 32768. Fig. 2, shows that the node degreehen looks upSUCC(z). If SUCC(x) is in the range
increases almost linearly dsincreases, but the query[3+M7s+%>, the connection is built successfully,

n,

latency drops quickly within a small range bf otherwise, it has to re-establish the link for the interval.
In order to avoid flooding traffic made by link reestab-
V. IMPLEMENTATION OF RECORD lishment, we limit the times of reestablishment. If node

A. Estimation of network size s still can't find a node in an interval aftertimes tries,

Although the analytical results in the previous sectioff® let it give up the link construction fqr this interval.
can be directly applied to a static network, the derivet'® Valué Ofg should be related to the interval length.
bounds for degree and latency are not as tight as are F’eta"s will be shown in the experiment part.
case using active nodes in the real P2P network. Now>!Milar to Symphony, ReCord also bounds the number
we suppose a dynamic environment, where the noddsincoming links per node, which is good for load
join and leave dynamically. The main difficulty of thig?@/ancing of the whole network. Once the number of
extension is that for each node, it requires a rathBfoming links of a node has reachtbgy n, any new
accurate information of the global network size for thEfduest to establish a link with it will be rejected. The
construction of links. When we divide network in eacfk®duesting node has to make another attempt.
level, we need to know the value of the total number ~SINC€ nodes needs a lookup operation that re-
of active nodes. quiresO(log;, n) messages for each link establishment,

Currently, most estimation processes uses the d&€ wh20Ie cost ofO(klog,n) link constructions is
sity information around the vicinity of the estimating” (¥ logk ) messages.
node [10], [11], [6]. LetZ; denote the fraction length of 2) Lea_ve P_rotoco!:Once nodes leaves the system, all
an interval includingf distinct nodes. The network sizeltS outgoing links will be snapped. Its predecessor and
can be estimated b% In [10], [6], the length between SUCCESSOr nodes need to reinstate their links, and corre-

estimating node and its successor is used to estim8RoNding neighbor nodes need to update their estimation

the size of the overall network. Symphony [11] applie¥f network size. At the same time, all the incoming

the length between estimating node’s predecessor AR¥S Of nodes are broken, and corresponding connection
successor in estimation procedure, and its experim&@des need to re-select another node randomly in the
shows that the impact of increasitfigon average latency S2Me interval as node is located in. This operation

is not significant. can be triggered by the periodic detections by nodes

Other methods can be also applied to estimate netw&¥N€cted to node. o _

size, such as through a central server, or piggybackingf node s leaves voluntarily, it will gracefully inform
along lookup messages [11], or randomly choosing Ser\g_ated_ nodes to updqte _thelr co_nnectlon information,
eral pairs of continuous nodes, and using their averag@€rwise, the connection information has to be updated
length for estimation. when the other nodes have periodically detected the

Knowing the network size is an important step foféilure of nodes. More details of this protocol are similar
dynamic network construction. In our experiments, &8 that in Chord.
with Symphony, we use¢f = 3 to estimate the global
network size in ReCord. C. Re-linking operation

_ _ The total number of active nodes in the P2P network
B. Join and Leave maintenance always changes as the network expands or shrinks. When
1) Join Protocol: Suppose that a new nodejoins node s finds that its current estimated network sizg
the network through an existing node. Firstly, nade is not equal to its stored stale estimatiof, it needs
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Fig. 2. Impact of variablé: on degree and latency.

to re-build its links to nodes in the new intervals. Onbackup link or redundant links to increase the robustness
conservative solution is to re-link every construction oof the whole system. Therefore, it entails no extra
every update ofi. In this way, the traffic resulted by theoverhead to offer fault tolerance.

re-linking operation would be excessive. According to As stated in [7], in order to keep live nodes con-
analyzed bounds in Section IV, the messages required figcted in cases of nodes failures, some nodes need
one node to re-link all its connections at&klog? n). to have node degree of at lea8{log n). Moreover,

In order to avoid the excessive traffic resulted frorthe experiments in [11] shows that the local links are
re-linking operation, and guarantee the stability of therucial for maintaining connectivity of P2P topology. By
whole P2P network, we apply the same re-linking cronstruction, ReCord has rich “local’” connections and
terion as in Symphony: re-linking operation occurs onlselatively sparse “long” connections. Our experimental
when % > 2 or = < 1, wheresi, is node’s updated results, to be presented shortly, confirms that this is

n, — 2 N . . .
estimated network size, and, is node’s stored staleindeed a good strategy for forming the connectivity of
the P2P network.

network size.
VI. EXPERIMENTS

D. Fault tolerance Based on the implementation described in the pre-
In Chord or Koorde with constant-degree, each nodeding section, we run the simulation of ReCord with
keeps a list of successors to increase the system’s robustdes ranging fron2* to 2'°. The impacts of different
ness: each node maintainsonnections of its immediate parameters shown in the simulation results are analyzed.
succeeding nodes rather than only one immediate succedAle focus on four types of network. The first one is a
sor. Certainly, it will keep the whole P2P network morstaticnetwork, in which the global network size is known
robust, but it also requires some extra operations afudt every node. The second one is calledexpanding
corresponding additional cost to maintain the successmtwork, where the rate of node joining is higher than
list. Using a similar scheme, Symphony makesopies that of node departure in a given unit time interval.
of a node’s content at each ofsucceeding nodes. OthefThe third one, called @&hrinking network, is opposite
DHTs, such as CAN, Pastry, and Tapestry keep sevesflan expanding network. The last one is callestable
backup links for each node. network, in which the rate of node joining is equal to
Compared with the above DHTs, we found thahat of node departure nodes in a unit time interval.
ReCord has a natural structure for fault tolerance: at
the last dividing level, each node is already connectéd Estimation of network size
to its k following succeeding nodes, which is equal to For each node, we let it use the density between its
a successor list in Chord. ReCord need not keep agmedecessor and successor to estimate the global network



size. Fig. 3 shows the comparisons between the estimadiéterent insights of DHTs. Lower degree decreases the
and the actual network size for both small and largeimber of open connections and the protocol traffic
P2P system which is in the steady state. For the smiadhde by the pinging operation; the number of neighbors
scale network withm = 250 active nodes, the differencewhose states need to be changed when a node joins or
between estimateldg n and actualog n is no more than leaves is also smaller. However, the lower connectivity of
4. For a larger scale network with = 11,374 active the low node degree also means that the network is easy
nodes, the difference between estimdi@gdn and actual to split up, and hence it has weak fault tolerance. On the
log n is no more than 8. In either network, the differencether hand, higher node degree leads to better connec-
between the estimated and actdedn for most nodes tivity and reduces the network diameter, the longest path
is smaller than 4. This shows that the approximation lisngth for the query operation. The lower query latency
accurate enough for the construction of ReCord. also leads to lower joining and departure costs. As we
Fig. 4 shows the average estimation of network sixell discuss later, the join and leave operation will make
over all nodes of the expanding, shrinking, and stablse of the query operation, so the small path latency
networks respectively over time. The comparisons wuiill also decrease the cost of join and leave. We can

averag€og n and actualog n are shown. adjust thek value to suit the P2P networks required for
different environments. A more proactive and perhaps
B. Degree and Latency more useful method is to dynamically monitor the P2P

Fig. 5 shows the average node degree and latency o%teM, €.9. sensing the frequency of the nodes joining

an expanding network with differerit values. and leaving, and adjusting thee value dynamically in
Fig. 6 shows the tradeoff between degree and Iaterf@i’" time. We will extend our work in this respect in our

over differentk values in a stable P2P network, givefUture research.
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