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NONVOLATILE PROCESSOR
ARCHITECTURE EXPLORATION FOR

ENERGY-HARVESTING APPLICATIONS
.................................................................................................................................................................................................................

THIS ARTICLE DISCUSSES THE DESIGN OF NONVOLATILE PROCESSORS (NVPS) FOR

BATTERYLESS APPLICATIONS IN THE INTERNET OF THINGS (IOT), IN WHICH AMBIENT

ENERGY-HARVESTING TECHNIQUES PROVIDE THE POWER. ACHIEVING RELIABLE,

CONTINUOUS, FORWARD COMPUTATION WITH AN UNSTABLE, INTERMITTENT POWER

SUPPLY MOTIVATES THE TRANSITION FROM CONVENTIONAL VOLATILE PROCESSORS TO

EMERGING NVPS. THIS ARTICLE PROVIDES A GUIDELINE FOR FUTURE IOT APPLICATIONS,

REVEALING INHERENT FEATURES OF THE ENERGY-HARVESTING NVP DESIGN.

......The continuous advance of nano-
scale circuit technology, improvements in
energy-harvesting techniques, and the rising
demand for low-power wearable sensors
associated with human healthcare signal a
promising era of new embedded processors
powered by ambient energy sources. The
intrinsically unstable, low-power, and inter-
mittent nature of ambient energy sources
prevents the direct deployment of conven-
tional digital signal processors designed
under stable power assumptions for use in
these emerging applications without the risk
of frequent loss of progress caused by power
failures (see Figure 1). This challenge has
driven recent efforts to explore nonvolatile
processor (NVP) designs that are not subject
to loss of progress.

To deal with power instability, researchers
have proposed checkpoint techniques to store
the intermediate computation states before

power failures occur, through power detecting
techniques and external nonvolatile memory
storage such as flash and hard disks.1–5 Still,
such processors experience reset and rollbacks
when power failures occur. In contrast, an
NVP can maintain its intermediate computa-
tion states in its on-chip nonvolatile memory
during power failures and retrieve them when
the power is recovered, thus achieving more
forward progress. Given a specific task to
both volatile and NVPs under an unstable
power supply, as shown in Figure 2, the NVP
can finish the task more quickly due to elimi-
nation of rollbacks.

NVPs are designed for use in energy-har-
vested applications that are severely power
constrained. However, it is interesting and
surprising that design optimization of lower-
ing the power a processor consumes, inher-
ited from traditional processor design, does
not guarantee optimized maximum forward
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progress for an NVP powered by intermittent
ambient energy. Although there are similar-
ities to run-to-halt architectures, the root
causes in batteryless systems have distinct fea-
tures. Namely, without energy storage, any
power in excess of what the processor can use
to compute is rejected and wasted. Thus, it
pays to be greedy in harvesting systems.

To optimize the processor’s forward
progress, various factors should be consid-
ered, including the overhead due to differ-
ent backup and recovery operation policies,
the ambient energy characteristics, the selec-
tion of processor architectures with different
complexities, and the type of nonvolatile
memory storage. In this article, we address
how to build an NVP, its design tradeoffs,
and how different optimization choices lead
to varying performance in typical applica-
tions, which could guide energy-harvesting
processor design explorations.

From volatile to nonvolatile processors
As Figure 3 shows, a volatile processor

(VP) resets after power interruptions. In con-
trast, an NVP with built-in nonvolatile mem-

ory can back up the intermediate state on the
chip when a power failure occurs, and restore
the processor state when power comes back.
The NVP’s backup and recovery operations
are at the instruction level and transparent to
programmers and compilers.
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Figure 1. Ambient energy sources including solar energy, ambient RF energy, vibration energy, and thermal energy. Energy
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Figure 2. Percentage of computation progress of a volatile processor (VP) and

a nonvolatile processor (NVP) under an unstable power condition. Unlike a VP,

an NVP’s on-chip backup mechanisms ensure monotonic forward progress.
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Backup
A passive capacitor provides the energy for

backup. Unlike a battery, capacitors have no
lifetime limitation of charging and discharg-
ing cycles, which reduces the risk of chemical
exposure and provides a lighter weight. The
capacitor size is a design knob that impacts
the backup strategy and efficiency. When
there is no capacitor to provide any guaran-
teed backup energy, the backup should occur
before power loss. Therefore, backup and
recovery at a fine granularity are required (for
example, backup at every cycle). However,
the fraction of harvested energy used for
backup becomes high. Consequently, it is
prudent to use at least a small capacitor.

What to back up. We need to back up the
architecture state, microarchitecture state, and
performance enhancers. The architecture state
includes the memory, register files, and pro-
gram counter. The memory includes the main
memory, instruction cache, and data cache. All
the state elements mentioned earlier should
either be designed as nonvolatile memory or
backed up to nonvolatile memory. The archi-
tecture state is the minimum state required to
be backed up for an NVP design.

The microarchitecture state includes pipe-
line latches, the reorder buffer (RoB), the
load/store queue, architectural register files,
physical register files, ready table, free list, and
map table. Some states do not require backup
because they can be recalculated. For example,
architectural register files can be recalculated
using the physical register and map table.

However, the recalculation leads to extra time
and energy penalties and requires complex
architectural redesign. Moreover, the more a
microarchitectural state is backed up, the less
instruction reexecution is required. A better
solution is dynamically incremental backup
of the microarchitecture state, according to
the expected energy received during the
backup period.

The performance enhancers include the
branch history table and branch target buffer.
Backing up these prediction tables can improve
the prediction accuracy, because there is no
need to rebuild these tables. The tradeoff lies
between the energy consumed for more
backup and that saved for future execution
with improved prediction accuracy.

How to back up. We perform a temporal
selective backup and data compression before
backup. For the former method, instead of
backing up all the data, an alternative method
is the temporal selective backup, which backs
up only the changed data. The penalty is a
flag bit to indicate if the data has been over-
lapped and written. In addition, a complex
control logic is required to read the flag bits.

For the compression before backup
method, data compression could reduce the
amount of data needing backup. The penalty
is extra compression circuits. Therefore, we
must consider the tradeoff between compres-
sion energy and backup energy.

When to back up. There are two main ways
to back up data; periodically and on demand.
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Figure 3. Fine-grained states of VPs and NVPs under unstable power supply. An NVP enters a

backup phase after power failure, during which it uses the energy stored in its energy storage

capacitor to back up the intermediate computation state. When power is available again, the

supporting circuits first make sure that there is sufficient energy stored for the next potential

backup, and only then restore the computation state and resume execution. The VP, in

contrast, merely resets and resumes.
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In the former method, the processor periodi-
cally checkpoints the processor state to the
nonvolatile part. The more frequent the pro-
cessor checkpoints, the fewer the rollbacks
needed after recovery. The extreme scenario
is to back up every clock cycle, where no roll-
backs are ever needed. Two methods are pro-
posed to implement the checkpoint solution:

� Instruction counter is a small counter to
count instruction numbers between two
backup intervals. It can support dynamic
interval settings to adjust the backup
intervals to power profiles. Larger inter-
vals for backup risk a large rollback pen-
alty to reduce wakeup overheads.

� Compiler-assisted flag is a method in
which the compiler can add one bit
to the program counter to indicate
the backup operation. This method
benefits from simplicity, but different
execution paths of the instructions
due to branch instructions need con-
sideration. Moreover, the interval is
fixed during compilation time, hurt-
ing flexibility.

Backup on demand means that the pro-
cessor backs up the state only if there is a
power failure. This method can significantly
reduce unnecessary backup operations. This
method’s overheads include constantly moni-
toring the power supply and identifying the
trigger threshold for backup initiation. The
other penalty is that it requires a capacitor to
store energy to ensure successful backup
operation after power failure occurs. The
larger energy store required increases the sys-
tem recovery latency. Before resuming com-
putation, the system must first accumulate
enough energy to guarantee sufficient energy
for the next backup operation.

Where to back up. The two primary methods
for where to perform backup are the all-in-
parallel method and via a centralized nonvo-
latile block. The former method requires dis-
tributed nonvolatile storage structures, such
as nonvolatile SRAM4 or nonvolatile flip-
flops.5 The nonvolatile flip-flops are all dis-
tributed alongside their volatile counterparts,
storing architecture and microarchitecture
states and providing high performance and
long duration. The all-in-parallel structure is

fast in backup time, but suffers from system
instability caused by a larger temporary
power peak. Another penalty is the large area
of distributed nonvolatile units. Because they
are distributed, the peripheral circuit needs to
be duplicated for each part. Hence, a com-
promise is to make the all-in-parallel into
part-in-parallel, or use a multistep approach
to finish the backup operation.

The centralized nonvolatile block method
can use various kinds of available nonvolatile
blocks, such as spin-torque-transfer RAM,6

phase-change RAM,7 and memristors.8 In
this structure, the backup operations are car-
ried out serially, which reduces the peak
power. However, the structure requires addi-
tional interconnections to connect each far-
away register and RAM to the nonvolatile
block far away, and it requires a complex con-
trol module to generate the address for the
backup data.

Recovery
Depending on the chosen backup policy,

designers must craft a corresponding recovery
policy that ensures all state is correctly and
atomically restored or recomputed. Addition-
ally, recovery policies must be robust against
power failures occurring during the recovery
phase.

On-demand backup. For the on-demand
backup strategy, the processor cannot start
recovery unless guaranteed enough energy for
the next possible backup operation. This leads
to longer wakeup latencies. However, for the
periodic checkpoint solution, recovery can
start immediately when power is regained.

Microarchitecture state. Two kinds of penalty
exist for microarchitecture state recovery. The
first is the time and energy penalty for
instruction reexecution due to missing in-
struction information. For example, we can
back up only the last uncommitted program
counter in the RoB; all the other instructions
in the RoB are discarded, even if they have
already been analyzed and assigned resources
to allocate. The second kind of recovery pen-
alty is the microarchitecture state recalcula-
tion penalty (for instance, restoring the free
list with the help of the map table, architec-
tural register files, and physical register files).
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The tradeoff lies between recomputation and
restoring.

On-demand recovery. The states are not all
recovered from nonvolatile parts as soon as
power resumes. We restore parts of data only
when we are going to use them. For example,
the register files are not all recovered after
power resumes. The control module analyzes
the next program counter, finds the register
files that are going to be used in this program
counter, and recovers them. This solution
avoids restoring some potentially useless data
and might use the otherwise consumed
energy for more forward progress, but it also
requires additional control logic.

Normal operation
A traditional power-efficient processor

focuses on maximizing the computations
performed for a given amount of power with-
out considering power supply variability. In
an NVP, the goal is to maximize the compu-
tations performed considering a varying
power supply, with little provision to back up
the excess instantaneous power due to the
absence of a battery. There are two main
power consumption considerations in the
design of an NVP.

Minimum turn-on power. The processor con-
figuration determines the smallest amount of
power required to run the processor. If the
processor’s configuration is more complex, the
probability of harnessing more power than the
minimum required for turning on the pro-
cessor is reduced. In contrast, a less-complex
processor limits the maximum power that can
be used. Consequently, any power that is har-
vested that is greater than the peak power of
the processor is wasted. Hence, an NVP
should attempt to use as much of the instanta-
neous power as possible for maximum for-
ward progress.

Power that is not used for computation. Backup
and recovery costs, and leakage from both
the NVP chip and the capacitor for tempo-
rary energy storage constitute waste, that is,
energy that was not used for computation.
The tradeoff between capacitor volume and
leakage plays an important role in the system.
A large capacitor stores more energy but also

suffers from more leakage due to the larger
area. Furthermore, a longer time to accumu-
late the voltage could also lead to more leak-
age. A small capacitor provides low leakage
but increases the potential that the capacitor
is full, limiting the ability to store any excess
power not used by the processor.

Figure 4 shows the simulation results of
some of the tradeoffs associated with the dif-
ferent power consumption aspects discussed.

� The VP always resets and experiences
rollbacks to the beginning of execution
under power interruption. The VP
cannot finish tasks longer than the
length of uninterrupted power failures.

� The NVP processors all make forward
progress at different rates determined by
their turn-on power requirements and
the amount of instantaneous power that
can be put to use for computations.

� Although the out-of-order (OoO)
processor seems to be a nonintuitive
choice for low-power scenarios, despite
the low fraction of turn-on time, the
OoO configuration makes the best use
of the available instantaneous power to
achieve maximum forward progress
for this specific power trace.

Mapping from architecture to application
and energy profiles

Most of the applications that are expected
to run on an energy-harvesting platform have
either hard or soft real-time requirements.
Quality of service (QoS) is thus an appropri-
ate metric to gauge the possibility of practical
deployment. When these systems run on har-
vested ambient energy, the unreliable nature
of the input source can degrade the QoS.
QoS serves as a standard and target for map-
ping from architectures to energy profiles.

Previous works have proposed many non-
volatile architectures with different complexity
levels.3 Because many energy sources are avail-
able in an ambient environment, depending
on the application requirement for QoS, we
can apply different kinds of architectures to
different energy sources to satisfy the applica-
tion’s QoS as much as possible.

We consider several traditional features to
evaluate the input power profiles, including
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average power, power variation, and power
granularity. We define the power variation as
the ratio between the maximum and mini-
mum power income. The power granularity
describes how long the power can exceed cer-
tain thresholds, and the times for power out-
ages. We use these three parameters to
evaluate the features of power sources, and we
map architectures to specific power sources to
satisfy the QoS requirement.

The architectures we consider are the non-
pipelined (NP), n-stage pipeline (NSP), and
OoO design points. The NP architecture
requires a low start-up voltage threshold, and
the backup strategies are relatively simple and
straightforward, which requires little energy.
The NSP architecture requires the lowest volt-
age threshold, but it can run faster (at higher
clock frequency) than NP. The additional

complexity of NSP compared to NP incurs an
area overhead and thus larger leakage power.
However, because of the lower VDD required
by NSP, the front-end circuits’ efficiency can
be higher than NP. From this perspective,
NSP fits energy sources with low VDD. NSP’s
backup and recovery strategies are at a rela-
tively similar level of energy requirement to
those of NP. The OoO NVP requires the
highest power threshold, limiting its duty
cycle relative to NP and NSP for many power
profiles. When the OoO processor does run,
however, it can be much faster than NP and
NSP, potentially resulting in better forward
progress. The backup and recovery energy of
OoO are high, meaning that frequent backup
and recovery should be avoided.

Figure 5a shows an example of the simulated
running time of a 1-minute electrocardiogram
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(ECG) signal processing. The y-axis is the
running time and the x-axis is the architec-
ture of the NVP. For ECG data within

1 minute, the NSP, OoO for solar, and OoO
for piezoelectricity can achieve real-time data
processing. However, for other energy sources
with other architectures, the running time is
long, meaning that real-time ECG processing
is not accessible. We can also see that the TV
RF power profile has large variation, and
imposes large backup and recovery-time pen-
alties. This is because the running time
depends mainly on the above-threshold time,
and different power profiles can have different
proportions of what is above and below the
threshold time, resulting in different running
times even with the same architecture and
testbench.

Figure 5b illustrates the architecture sug-
gestions identified with application complex-
ity and power profile features such as average
power and inverse power variation. The figure
shows that the nonpipelined architecture is
suitable for low average power with large var-
iation, and relatively simple application. The
NSP architecture occupies the middle level
among design points; it has a large overlap
with the NP architecture because they both
focus on low threshold design. The OoO
architecture adapts the most complex applica-
tions and performs best with relatively stable
power sources like thermal and solar energy
sources, with low power variation.

According to different application and
power profile scenarios, we provide the rough
architecture selection guidelines in Table 1.

I n this article, we have shown that, for
energy-harvesting systems, traditional low-

power design optimizations do not always
yield the optimal forward progress for a sys-
tem that must contend with high dynamic
power variability and for which backup and
restore costs can consume significant portions
of the total energy expended. Put simply, in a
deployment without significant energy stor-
age, power austerity is prodigal, and greed is
good if forward progress is the metric of
merit. NVPs enable more aggressive designs
in power-constrained environments and rep-
resent a significant step forward on this front.
However, our investigations have also shown
that current energy-harvesting systems are
bad at being greedy. Key aspects of future
work in the area will be to continuously maxi-
mize the fraction of incoming energy that is

65
32

.5

16
36

4.
19

69
38

.9
3

25
9.

33

24
4.

2

62
.7

4

37
67

.4
7

48
66

.5
1

15
62

.3
9

30
.7

6

29
.1

6

8.
39

OoO OoO

Non
pipeli

ne
d

Fiv
e-

sta
ge

OoO

Non
pipeli

ne
d

Fiv
e-

sta
ge

OoO

Non
pipeli

ne
d

Fiv
e-

sta
ge

Non
pipeli

ne
d

Fiv
e-

sta
ge

0

5,000

10,000

15,000

20,000

25,000

Te
st

b
en

ch
 r

un
ni

ng
 ti

m
e 

(s
)

Below threshold time
Backup/recovery penalty
Above threshold time

TV RF | Piezoelectricity | Thermal
electricity

| Solar

OoO

1/
P

ow
er

 v
ar

ia
tio

n

Nonpipelined Five-stage OoO

n-stage pipeline

Ba
tte

ry
So

la
r

Th
er

m
al

 e
le

ct
ric

ity

Pi
ez

oe
le

ct
ric

s
TV

 s
ta

tio
n

Cel
lp

ho
ne

 s
ta

tio
n

W
i-F

i

App1
App2

App3
App4

Application complexity

Average power

Wi-Fi

Cellphone station

TV station

Piezoelectrics

Thermal electricity

Solar

Battery

(a)

(b)

Nonpipelined

Figure 5. Testbench running time simulation results and mapping to

architectures. (a) 1-minute electrocardiogram testbench running time with

different architectures and different power sources. (b) Mapping

architectures to application complexity and power features.

..............................................................................................................................................................................................

ALTERNATIVE COMPUTING DESIGNS & TECHNOLOGIES

............................................................

38 IEEE MICRO



turned into useful computation and to
develop approaches that employ dynamic
microarchitectural and architectural adapta-
tions to successfully capitalize on periods with
high incoming power. MICRO
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